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ABSTRACT

The two popular schemes used for image steganograghspatial domain embedding and transform domain
embedding. Most of the steganographic techniquétereuse spatial domain or transform domain to ehrthe secret
message. This work is about attack on Modern dpdtimain image steganography. The previous workuates the
performance of five state of the art content-ada@psteganographic techniques. Since WOW is beli¢wdae a strong
steganographic method which will with stand agaatsacks, this work, does steganalysis on WOW stegmes. This
paper attempts to detect the stego images created/®W algorithm by using Chen Feature set, SuhitracPixel
Adjacency Mode (SPAM) Feature set and Ccpev Featirdt uses a SVM based classifier to detecstibgo images.
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INTRODUCTION
Steganography is a Two-Step Process:

Step 1)Creating a stego image which is a combination @sage and carrier
Step 2)Extracting the message from the stego image

Variations are in the techniques that are usectete the stego image using the carrier and éssage. There
are different categories of methods in spatial dom@ LSB steganography, (ii) RGB based stegaaply, (iii) pixel
value differencing steganography, (iv) Mapping lbhsteganography, (v) Palette based steganograghyollage based
steganography, (vii) Spread spectrum steganogrgyhy,Code based steganography, and (ix) others.
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Figure 1: Spatial Domain Image Steganography Techques
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STEGANALYSIS

Steganalysis is the practice of attacking stegaapiyr methods for the detection, extraction, destrmcand

manipulation of the hidden data in a stego object.

Detection is enough to foil the very purpose ofateography even if the secret message is not ¢atrbecause
detecting the existence of hidden data is enougméeds to be destroyed. Detection is generaliyied out by identifying
some characteristic feature of images that isedtdry the hidden data. A good steganalyst mustMaeeaof the methods

and techniques of the steganography tools to efftti attack.
Classification of attacks based on information kdé to the attacker:
» Stego only attack: only stego object is availableanalysis.
» Known cover attack: both cover and stego are known.

* Known message attack: in some cases message is lar@hanalyzing the stego object pattern for thibedded

message may help to attack similar systems.
» Chosen stego attack: steganographic algorithm g ®bject are known.

 Chosen message attack: here steganalyst createsssomple stego objects from many steganographis tooa

chosen message and analyses these stego objdcthenviuspected one and tries to find the algorithed.
» Known stego attack: cover object and the stegapbgrdool used are known.

IMPLEMENTATION OF THE SVM BASED STEGO IMAGE DETECTION
SVM Classifier

In machine learning, support vector machines (SV&e) supervised learning models with associatechilea
algorithms that analyze data used for classificaind regression analysis. Given a set of traiekamples, each marked
for belonging to one of two categories, an SVMnirag algorithm builds a model that assigns new eptaminto one

category or the other, making it a non-probabdibinary linear classifier.

THE PROPOSED SVM NEURAL NETWORK BASED STEGANALYSIS METHODS
Steps of SVM-Chen Classification Method

« Input: WOW Stego Imagésind Non Stego Images

« Extract Chen-48%°, Spam-6864and Ccpev-548Features of Non-Stego Images and Stego Imageiffatebt
Bits Per Pixel (0.2 bpp, 0.4 bpp, 0.6 bpp, 0.8 bpp)

e ltresults in 3 set of features for Non stego Insaged 4 set of features with stego images at 4 tédading for

every feature extraction method

» For SVM-chen classification, use the chen-486 festwf the non-stego image (from step 2) and tlen-286
features of stego images at 4 level of hiding

e Fork=1to 10

e Train the SVM neural network with randomly selec@@®@$6 of data mentioned in step 4

Impact Factor (JCC): 4.6723 NAAS Rating.89
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» classify the remaining 30% of data using the trdiS¥%M network of step 6

Performance(k)=Estimate the Performance()

« End

Find average performance from Performance(k)

Steps of SVM-Spam Classification Method

For SVM-spam classification Method, use spam-6&6ui@s in the @A step of the above mentioned algorithm.

Steps of SVM-Ccpev Classification Method

For SVM-ccpev classification Method, use ccpev-fetgures in the2step of the above mentioned algorithm.

The Block Diagram Explaining Overall Model

The following block diagram gives the generalizeadel of the proposed Steganalysis system.
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Figure 2: The Proposed Steganalysis system
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THE RESULTS OF STEGANALYSIS AND DISCUSSIONS
About the Used Image Database

The Images used for this evaluation were origintdken from the BOWS Image Dataset. BOWS (Break Our
Watermarking System) was a Contest organized witiéractivity of the Watermarking Virtual LaboragqiVavila) of the
European Network of Excellence ECRYPT. In fact, dhiginal dataset contains 10,000 images. But tiopgsed system
uses a subset of cover images from BOWS databasevéine previously used in another work named “&iBbnstruction
in Steganograply. This system uses around 500 images to evalhatpérformance of the proposed steganalysis model.
It uses cover images feature sets extracted ukieg different feature extraction algorithms arajstimages feature sets
extracted using three different feature extracttgorithms at 4 different level of hiding such a2 Bpp, 0.4 bpp, 0.6 bpp
and 0.8bpp.

The Output Result with Wow Steganograpy Algorithnf (At 0.04 Bits Per Pixel)

As a general convention, Lenna image has been tosddmonstrate the performance of the WOW algorighm
the level of hiding at 0.40 bits per pixel.

Time Taken for Embedding: 2.48 sec, Change Rab#81, PSNR: 59.2358

L Rl .
Figure 3: The Performance with Respect to Differean for V Inalysis

TABLE OF RESULTS
The following are the numerical outputs of the perfance of the classifier in terms of different riost

Table 1: Performance of SVM-Chen (Chen486 Features)

1 73.81 83.75 96.77 8.33 72.09 27.91
2 78.05 85.26 93.94 10.00 74.42 25.58
3 83.33 84.30 85.29 33.33 74.42 25.58
4 77.50 84.85 93.75 18.18 74.42 25.58
5 82.05 86.37 91.18 22.22 76.74 23.26
6 82.86 80.24 77.78 14.29 67.44 32.56
7 74.29 75.01 75.76 10.00 60.47 39.53
8 76.67 70.18 64.71 22.22 55.81 44.19
9 88.57 85.87 83.33 42.86 76.74 23.26
10 67.50 77.02 89.66 7.14 62.79 37.21

Impact Factor (JCC): 4.6723 NAAS Rating.89
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Table 2: Performance of SVM-Spam (Spam 686 Featurgs

Iteration Precision F Score Sensitivity | Specificity Accuracy Error Rate
1 100.00 100.00 100.00 100.00 100.00 0.00

2 97.14 98.55 100.00 90.00 97.67 2.33

3 97.22 98.59 100.00 88.89 97.67 2.33

4 94.29 97.06 100.00 81.82 95.35 4.65

5 97.22 98.59 100.00 88.89 97.67 2.33
6 100.00 100.00 100.00 100.00 100.00 0.00
7 100.00 100.00 100.00 100.00 100.00 0.00

8 97.22 98.59 100.00 88.89 97.67 2.33

9 97.37 98.67 100.00 85.71 97.67 2.33
10 100.00 100.00 100.00 100.00 100.00 0.00

Avg 98.05 99.01 100.00 92.42 98.37 1.63
Table 3: Performance of SVM-Ccpev (Cpev548 Featurgs

Iteration Precision F Score Sensitivity Specificity Accuracy Error Rate
1 78.05 87.67 100.00 25.00 79.07 20.93
2 80.49 87.96 96.97 20.00 79.07 20.93
3 85.37 92.11 100.00 33.33 86.05 13.95
4 78.57 88.00 100.00 18.18 79.07 20.93
5 85.00 90.63 97.06 33.33 83.72 16.28
6 87.50 90.84 94.44 28.57 83.72 16.28
7 81.08 84.34 87.88 30.00 74.42 25.58
8 85.71 85.50 85.29 44.44 76.74 23.26
9 92.31 94.70 97.22 57.14 90.70 9.30
10 70.73 81.65 96.55 14.29 69.77 30.23

Avg 82.48 88.34 95.54 30.43 80.23 19.77

Performance of the Classifier or Stego Detection S{em

The following graph shows the performance of tlegigtimage classifier or stego image detection sygteerms

of Error Rate. As shown in the figure, the propoS&M-spam provided excellent performance than otiver proposed

models.
4 N
Performance in terms of Error Rate
S 35 3047
30
25 1 19.77
__ 20 1
S 15
(0]
< 10
* 5. 1.63
o
E 0
SVM-chen SVM-spam SVM-ccpev
Steganalysis Method
\_ J

Figure 4: The Performance in Terms of Error Rate

The following graph shows the performance of tleggtimage detection system in terms of Accuracys®vn

in the figure, the proposed SVM-spam model provideckllent performance than other two proposed ifsode
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Figure 5: The Performance in Terms of Accuracy

The following graph shows the performance of tiegstimage detection system in terms of Sensitivity.
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Figure 6: The Performance in Terms of Sensitivity

As shown in the above figure, the proposed SVM-spamdel provided excellent performance than other tw
proposed models. Here high value of sensitivityecals SVM-spam signifies that the system was ableladssify all the
non-stego images correctly with 100% accuracy.

The following graph shows the performance of tlegstimage detection system in terms of Specifigisyshown
in the figure, the proposed SVM-spam model providedellent performance than other two proposed tsothere high
value of specificity in the case of SVM-spam siggsfthat the system was able to classify all tegestimages correctly
with high accuracy.
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Figure 7: The Performance in Terms of Specificity

The following graph shows the performance of tlegstimage detection system in terms of F-Scoresh&svn in
the figure, the proposed SVM-spam model provideceBant performance than other two proposed modédse high
value of F-Score in the case of SVM-spam signitfieeg the system was able to classify all the stegmes as well as non-

Impact Factor (JCC): 4.6723 NAAS Rating.89
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stego images with high accuracy.
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Figure 8: The Performance in Terms of F-Score

The following graph shows the performance of tlegstimage detection system in terms of Precisisnsi#own
in the figure, the proposed SVM-spam model providedellent performance than other two proposed tsothere high
value of Precision in the case of SVM-spam sigsifieat the system was able to classify all theostemges with high
accuracy.
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Figure 9: The Performance in Terms of Precision

Comparison of Performance with Previous Methods

In the following table and graph, the results & tdompared algorithms (1) Ensemble classifierF() classifier,
(3) Ridge Regression, (4) LSMR Optimization and(BSSO were taken from the paper " Is Ensemble Sifias Needed
for Steganalysis in High-Dimensional Feature Sp&tesn that paper, a ensemble classifier, based isheF Linear
Discriminant base learners, was introduced speatificfor steganalysis of digital media, which cuntlg uses
high-dimensional feature spaces. Presently it sbably the most used method to design supervisassitier for
steganalysis of digital images because of its gietdction accuracy and small computational costastbeen assumed by
the community that the classifier implements a ho@ar boundary through pooling binary decision iodlividual
classifiers within the ensemble. That previous waréllenges this assumption by showing that lintessifier obtained by
various regularizations of the FLD can perform diguaell as the ensemble. Moreover it demonstrétes using state of
the art solvers linear classifiers can be trainedenefficiently and offer certain potential advayga over the original

ensemble leading to much lower computational coriyi¢han the ensemble classifier.

The following table shows the performance of pra@mbsethods and previous methods in terms of protyabi
error.
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Table 4: Performance in Terms of Probability of Error

Sl. Steganalysis Probability
No Method of Error
1 | Ensemble 0.3196
classifier
2 FLD classifier 0.3289
3 Ridge Regression 0.3402
LSMR
4 Optimization 0.3267
5 LASSO 0.3694
6 SVM-chen 0.3047
7 SVM-spam 0.0163
8 SVM-ccpev 0.1977

The following graph shows the performance of pregosiethods and previous methods in terms of prétyadf

error. As shown in this graph, the SVM-chen methedormed almost equal to some of the previous outhSVM-ccpev

performed better than all the previous methods. tBetperformance of SVM-spam was very good andaviged very

lower probability of error.
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Figure 10: The Performance in Terms of Probabilityof Error

The improvement in performance in the proposed Inisdiie to three important aspects.

e The use of SVM neural network based classifier

* The use of best extracted features from three efdtee art feature extraction algorithms

 The use of Mixed class stego image features of @magth different bpp hiding for training the SVMural

network

Impact Factor (JCC): 4.6723

NAAS Rating.89
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CONCLUSIONS

This paper successfully implemented a stego datargéon framework and generated WOW based steggeam
datasets at different bpp level of hiding. Furtlusing the cover images and all the different stewage datasets, it created
feature sets of cover images as well as the steggds of different bpp level of hiding. These featsets were created

using three different feature detection algorithms.

The three stego detection methods were named as-@¥k SVM span and SVM-sspev with respect to the
feature extraction method used in the design. Rl three implemented steganalysis methods perfobetidr than the
compared previous works. But the performance of S3fdm was very good and it provided very lower piility of

error and outperformed all other compared algorthwith a significant difference in performance.
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